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Abstract. Two-scale porous media are generated by filtering a Gaussian random correlated field with a
random correlated threshold field. The percolation threshold and the critical exponent ν are derived with
the help of a finite-size scaling method. The percolation threshold for the three-dimensional media is a
decreasing function of the variance and correlation length of the threshold field. A simplified model predicts
these trends in 3d; moreover, it suggested some effects in 2d which were all numerically verified.

PACS. 61.43.Gt Powders, porous materials – 61.43.Hv Fractals; macroscopic aggregates (including
diffusion-limited aggregates) – 64.60.Ak Renormalization-group, fractal, and percolation studies of phase
transitions

1 Introduction

Percolation studies which first analyzed completely disor-
dered discrete systems (cf. [1], for a general presentation)
are now addressing models with spatial correlations. Vari-
ous results obtained for short-correlated systems [2,3] and
for long-correlated systems [4–6] show that the percola-
tion characteristics of these systems may significantly dif-
fer from those of uncorrelated random lattices. This fact
is very important because many natural media are not
completely random and have spatial correlations in their
internal structure.

Porous media consisting of a void phase and a solid
phase have a complex morphology, which can be described
by a phase function. Theoretical studies of the effective
macroscopic properties of porous media are often based
on a discrete model with correlated phase function, whose
characteristic length is related to mean pore size (see
[7–15]). Various methods are used in computer generations
of spatially correlated lattices; most of them are based ei-
ther on thresholding of Gaussian correlated random fields
[10,11], or on simulated annealing methods [11]. This list
of references is far from being complete, but most of the
relevant literature can be obtained from it.

The correlation properties of the porous medium, gen-
erated by using a single level cut of a Gaussian field Y ,
depend on the covariance function of the latter; in the case
where it is characterized by a single correlation length, LY ,
the porous medium can be considered as a continuum on
scales much larger than LY . The porosity, which can be
defined as the spatial mean of the phase function, does not
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vary with distance on these scales and has a single-value
parameter characterizing the porous medium.

However, many real porous media are not character-
ized by a single length scale. Examples include concrete,
as shown by Garboczi and Bentz [16], and Vosges sand-
stones which were analyzed by Adler and Thovert [17].
The quantitative and systematic characterization of such
media, which are sometimes called in this paper hetero-
geneous porous media, has hardly started yet and only a
few attempts can be found; the most important is the local
porosity theory due to Hilfer [18,19], which generalizes the
characterization of the random microgeometry in terms of
the average porosity ε by local porosity distributions and
local percolation probabilities. A complete survey of this
topic has recently been done by Hilfer [20].

Let us now turn to the generation of media with multi-
ple scales. Firstly, an interesting process due to Fernandes
et al. [21], is based on the multiscale percolation systems
which were introduced by Neimark [22]. Another possi-
ble way is to use invasion percolation (cf. [23]); a porous
medium is initially filled with a fluid and then invaded by
a second fluid, each resulting phase can be considered as
a particular pore space.

Hazlett [24] suggested that global spatial correlation
statistics, such as in the classical reconstruction technique,
should be supplemented with local variability and connec-
tivity informations.

Simultaneously, processes inspired by the threshold of
Gaussian fields are appearing now in the literature. The
basic idea is to generate two independent fields. In one-
scale process, the field Y (x) is thresholded by a constant
threshold related to the porosity ε. The generalization of
this process consists of the removal of the constancy of ε.
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Adrover and Giona [25] used a variable, but deterministic
cut-off; Berk [26] and subsequently Roberts [27,28] used
the intersection set between two 2-cut random fields; it is
a variant of this technique which is used in the following.

The major purpose of this paper is to generate and
study two-scale materials, such as Vosges sandstones,
which can be characterized by a random porosity. In or-
der to describe the structure of such media, a variant of
the method based on thresholded Gaussian random fields
is used. The threshold is also a random correlated Gaus-
sian field with a correlation length Lε, which is larger than
LY . This variant is described in Section 2. The medium
appears as being composed of patches of high and low
porosities which are locally homogeneous. The finite-size
scaling method, which is used in percolation analysis, is
briefly recalled. Some general characteristics of porosity
and covariance are discussed in Appendices A and B. A
theoretical argument is proposed in Section 3 to address
situations which could not be treated numerically, with
large ratios between the scales of the microstructure and
of the porosity variations. This argument allows to predict
general trends relative to the influence of the second scale
on the percolation threshold. It is shown that in particu-
lar, different effects can be observed in 2 and 3 dimensions,
and that the sign and amplitude of the threshold varia-
tions depend on the porosity probability distribution. This
is illustrated in 2 dimensions by two examples where the
percolation threshold may be changed or not.

The rest of the paper is devoted to three-dimensional
porous media because it is directed towards real applica-
tions; this induces some drastic restrictions. For instance,
if one requires a gain of a factor of 10 in the size of the
porous medium, this will necessitate a gain in the mem-
ory size by a factor of 1000; not to mention the time con-
straints. This simple fact limits the range of the parame-
ters studied.

The methodology was first tested with one-scale me-
dia, as described in Appendix C. The results for the per-
colation threshold and critical exponent ν from numerical
simulations on two-scale media are presented in Section 4.

A good agreement is observed between the two ap-
proaches, theoretical and numerical, when they are both
applicable.

2 General

2.1 Formulation of the problem

A porous medium is locally described by the binary
three-dimensional random phase function Z(r), defined as
follows

Z(r) =

{
1, if r belongs to the pore space
0, otherwise.

(1)

In order to numerically construct the phase function, a
random Gaussian field Y (r) with zero mean and unit stan-
dard deviation is generated first. The spatial statistical

properties of Y are described by the covariance function

CY (r, s) = 〈[Y (r)− 〈Y 〉][Y (s)− 〈Y 〉]〉 . (2)

In this study, an isotropic Gaussian covariance function is
used

CY (r) = exp
[
−(rπ/LY )2

]
, (3)

where r =‖r−s‖, and LY is the correlation distance.
The field Z is extracted from Y by a nonlinear filter

Z(r) =

{
1, p(Y (r)) ≥ ε(r)
0, p(Y (r)) < ε(r)

(4)

p(y) =
1√
2π

∫ y

−∞
e−y

2/2dy

where ε(r) is the threshold and varies with position.
Thus, the generated porous medium is composed of a

set of pores with mean size of order LY with a varying
porosity ε(r). When ε(r) is a constant, the corresponding
medium depends on a single scale and is called a one-scale
porous medium; such media have been studied by us ex-
tensively in the past. Though ε(r) may be any function,
deterministic or not, it is assumed here to be a random
normally distributed field with mean E and standard de-
viation S. In this general study, it is convenient to describe
its spatial statistical properties by an isotropic Gaussian
covariance function

Cε(r) = S2 exp
[
−(rπ/Lε)2

]
. (5)

Relation (5) implies that porosity is a variable field for
scales smaller than Lε; the corresponding medium is called
a two-scale porous medium; the two scales are LY and Lε.
For scales r � Lε porosity can be again considered as
constant. Note that when S is equal to 0, the standard
one-scale media studied by Adler [10] are obtained.

The generation procedure is schematically illustrated
in Figure 1.

The porosity m of a generated sample of porous
medium is defined as

m = Z, (6)

where the overbar denotes the spatial average. This value
is also a random variable, and it is different for different
realizations of porous media. The statistical mean of m is

〈m〉 = 〈Z〉 = 〈Z〉. (7)

It should be noted that the random normally distributed
variable ε can take nonphysical values ε < 0 and ε > 1.
In these cases, the statistical expectancy of Z is 0 and
1 respectively. Hence, 〈m〉 is not equal to E; instead, it
is a function of E and S. It seems preferable to plot the
results as functions of 〈m〉 rather than E; the relationship
between these various quantities is detailed in Appendix A
and is represented in Figure 2.
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Fig. 1. Schematic view of the generation procedure for a one-
dimensional process Y (x) with a correlation length LY (a).
The random one-dimensional porosity field with a correlation
length Lε is displayed in (b) (solid line); it is used to threshold
p(Y ) (dashed line, see (4)); the black zones in (b) correspond
to pores.
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Fig. 2. Mean porosity 〈m〉 as a function of E for fixed S = 0,
0.1, 0.2, 0.3 and 0.4 (1–5).

The spatial statistical properties of the phase function
Z(r) are described by the covariance function

CZ(r, s) = 〈[Z(r)− 〈Z〉][Z(s)− 〈Z〉]〉. (8)

This covariance function is studied in Appendix B; its vari-
ations are illustrated in Figure 3.

Since it is impossible to generate fields of an arbi-
trarily large extent, the porous medium is replaced by
a three-dimensional spatially periodic medium, which is
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Fig. 3. The covariance CY (−−−−) and the normalized co-
variance CZ/σ

2
Z as functions of the distance r/LY . Numerical

data are obtained from one realization of a porous medium
with L = 200a, LY = 16a, m = 0.201. CZ/σ

2
Z is given for an

one-scale medium (S = 0, ), and for two-scale media
with Lε = LY , S = 0.1, E = 0.2 (◦); Lε = 2LY , S = 0.1,
E = 0.2 (?); Lε = 2LY , S = 0.2, E = 0.181 (×); Lε = 3LY ,
S = 0.1, E = 0.2 (+).

composed of identical unit cells of size L. Correlated
random Gaussian fields are generated by the method of
Fourier transforms on a regular cubic grid with spacings
∆x = ∆y = ∆z = a (see [10,29] for details). This cor-
responds to the projection of the off-lattice medium (4)
onto the a-lattice; in order that no spurious discretization
effect occurs, a should be much smaller than LY .

Figure 4 shows examples of generated porous media.
The influence of the second length scale is clearly visible
in Figures 4b and c.

In order to analyze the percolating probability of
porous media, N realizations of samples with given a, LY ,
Lε, L, E and S were generated. In agreement with stan-
dard practice (cf. [1]), the percolation probability P was
defined as the fraction of realizations that contain a per-
colation cluster. As in a classical study of site percolation,
each node is supposed to be connected with its first near-
est neighbors in the x-, y-, and z-directions, but not with
its second nearest neighbors. First, connected components
are determined; second, nonpercolating clusters are elimi-
nated by means of a pseudodiffusion process (see [30], for
details).

A realization is said to percolate when it percolates
along a given direction (this corresponds to the rule R1 as
defined by Reynolds et al. [31]); recall that the porous me-
dia are spatially periodic along the x-, y- and z-directions;
thus, a cluster is percolating along the x-direction if two
homologous points in cells with different x-coordinates can
be connected through the cluster. Moreover, for each re-
alization, tests in x-, y- and z-directions were considered
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Fig. 4. Examples of generated porous media. Data are for
〈m〉 = 0.1, Lε/LY = 3; S is equal to 0 (a), 0.1 (b) and 0.2 (c);
corresponding values of E are 0.1, 0.09 and 0.038, respectively.
Black zones correspond to pores. The regular grid with spacing
a is made visible in (d) for a small value of L = 16.

as independent ones; thus, as an example, P is equal to
2/3 for a medium which percolates along x and y only.

The two characteristic lengths LY and Lε, and the two
artificial lengths a and L, which are necessarily introduced
in any numerical scheme, may be ordered as

a < LY ≤ Lε < L/2. (9)

The latter inequality is dictated by the necessity for the
sample size to be larger than twice the correlation length
Lε; this is because of the overall periodic conditions.

Generally speaking, dimensionless quantities only de-
pend on 〈m〉 (or equivalently E), S and on the ratios of
the lengths which appear in (9)

F

(
〈m〉, S, LY

Lε
,
a

LY
,
Lε
L

)
. (10)

Examples of such dimensionless quantities F could be pro-
vided by macroscopic properties such as the percolation
threshold, the conductivity and the permeability.

Among these five parameters, only the three first ones
correspond to real physical quantities. The parameters
a/LY and Lε/L are artificial in the sense that they are
introduced by the discretization scale a and by the size L
of the unit cell.

Meaningful results correspond to the limits a/LY → 0,
Lε/L → 0. For instance, the percolation threshold mc is
obtained by the standard finite-size scaling method [1] and

by an adequate extrapolation of a/LY = 0. This impor-
tant point will be detailed in Section 2.2.

2.2 Finite-size scaling method

The finite-size scaling method is often used in percolation
analysis and is only briefly recalled here. First, for each set
of parameters a, LY , Lε and S, the percolation probabil-
ity P (〈m〉) is tentatively fitted by a two-parameter error
function

P =
1√

2π∆a

∫ 〈m〉
−∞

exp
[
− (ξ −ma)2

2∆2
a

]
dξ, (11)

wherema is the average concentration and∆a is the width
of the transition region [1]. These parameters depend on
the last four parameters in (10). First, extrapolated val-
ues m∗a and ∆∗a must be determined in the limit a/LY → 0

m∗a = lim
a/LY→0

ma ∆∗a = lim
a/LY→0

∆a. (12)

Once m∗a and ∆∗a are found, the percolation threshold mc

is defined as the limit of m∗a when Lε/L → 0, i.e., when
the sample size tends to infinity

mc = lim
Lε/L→0

m∗a = lim
Lε/L→0

(
lim

a/LY→0
ma

)
. (13)

The critical exponent ν and mc can be derived from the
scaling laws [1]

m∗a −mc ∼
(
L

L

)−1/ν

, (14a)

∆∗a ∼
(
L

L

)−1/ν

(14b)

where L is the largest physical scale in the medium. For
random uncorrelated, correlated one- and two-scale media,
L is equal to a, LY and Lε, respectively.

First, a linear fit of the log-log plot of ∆∗a vs. L/L is
used in order to find ν. Then mc is estimated from a linear
extrapolation of the dependency of m∗a upon (L/L)−1/ν in
the limit L = ∞. Note that even if we are mostly inter-
ested in the percolation threshold, it is necessary to derive
ν as well.

3 Theoretical approach for large L�/LY

3.1 Very large values of Lε/LY

Consider first the extreme case where Lε/LY tends to in-
finity, and S is not vanishingly small. Due to the long
range variations of ε, regions much larger than LY are
uniformly above or below mc,h which is defined as the per-
colation threshold for one-scale media (see Appendix C).
The pores in a region where ε is larger than mc,h, perco-
late; such a region is called percolating (denoted by region
P). In the opposite case, ε < mc,h, the pores do not perco-
late and the corresponding region is called non percolat-
ing (denoted by region NP). The distribution of these two
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regions has the same spatial correlation as the porosity.
Then, global percolation occurs if the volume fraction of
region P exceeds the threshold mc,h. Since porosity obeys
a Gaussian probability law, this can be expressed as

1√
2π

∫ +∞

mc,h−E
S

e−ε
2/2dε = 1− p

(
mc,h −E

S

)
≥ mc,h

(15a)
or
E ≥ E∞c (S) = mc,h +

√
2 S erf−1 (2mc,h − 1) ,

(Lε/LY →∞) . (15b)

3.2 Large values of Lε/LY

Consider now large but finite ratios Lε/LY . Large regions
where ε is uniformly above or below mc,h still exist, but
they are separated by a transition layer of non vanish-
ing thickness δ, where ε is near mc,h and percolation oc-
curs randomly, according to the probability law (11). The
problem of estimating δ has already been addressed in the
literature.

Rosso et al. [32] studied percolation in site lattices with
a site occupancy probability p(x) that monotonically de-
creases along the x-direction. Thus, the volume fraction
of occupied sites ranges from 1 on the left edge to 0 on
the right edge of the sample. Similarly, Quintanilla and
Torquato [33] studied percolation in two-dimensional con-
tinuous heterogeneous media made up of randomly located
conducting disks, with a density of disk centers that mono-
tonically increases along the x-direction. The percolating
cluster is defined as the set of occupied sites connected to
the left edge.

Both models can be viewed as a zoom into the tran-
sition layer between low- and high-porosity region in our
systems although the microstructure is different. In the
model of [33], the disk radius plays the role of the mi-
croscale LY and the disk volume fraction corresponds to
the position dependent field ε, whereas the uncorrelated
lattices of [32] correspond to LY = 0.

The percolating cluster frontier is of course an irregular
curve or surface, and the range of its excursions from its
mean position corresponds to the transition layer. For a
linear grade of the disk volume fraction, with constant
gradient G, Quintanilla and Torquato [33] showed that
the standard deviation σx of the frontier excursion in the
x-direction is given by

σx ∝ R `
ν

1+ν , ` =
1
GR
· (16)

The same expression applies for the uncorrelated lattices
of [32] with R replaced by the lattice unit and G by gra-
dient of site occupancy probability.

In our case, the value of δ can be estimated by equating
the width ∆a of the percolation transition, as given by
equation (C.1b) and the typical variation Sδ/Lε of the
porosity over a distance δ

0.212
(
δ

LY

)− 1
ν

≈ Sδ

Lε
· (17)

This yields

δ ≈ η− 1
1+ν Lε (18)

where η is an heterogeneity index which combines the
standard deviation S and the scale ratio Lε/LY

η =
(

S

0.212

)ν
Lε
LY
· (19)

If R is equated with LY and G with S/Lε, within multi-
plicative constants, (16) yields

σx ∝ Lεη−
1

1+ν (20)

in agreement with the prediction (18) for δ. Hence, our
model is consistent with [33].

On the other hand, the volumetric area A of the sur-
face where ε(r) equals mc,h is inversely proportional to Lε

A =
2
√

2
Lε

exp

[
−1

2

(
mc,h −E

S

)2
]

(21)

as it follows from the formulae of Corrsin [34] (we intro-
duced the factor 2 as a correction to a misprint). Hence,
the volume fraction φ of the transition layer is

φ(E) = Aδ = κη−
1

1+ν exp

[
−1

2

(
mc,h −E

S

)2
]
. (22)

The constant κ is difficult to determine. It is of order 1
since the whole space is in the transition state if η = 1 and
E = mc,h. In the following, it is set equal to

√
2, which

provides a good agreement with the numerical data.
A sufficient condition to ensure global percolation is to

increase E with respect to E∞c so that the region where ε
is larger than mc,h covers the whole transition zone, i.e.,

1√
2π

∫ +∞

mc,h−E
S

e−ε
2/2dε ≥ mc,h +

φ(E∞c )
2

(23a)

or

E ≥ Ec(S, η) (Lε/LY � 1, η ≥ 1) , (23b)

with

Ec(S, η) = mc,h +
√

2 S erf−1

×
{

2mc,h + κη−
1

1+ν exp

[
−1

2

(
mc,h −E∞c

S

)2
]
− 1

}
·

The former derivation is invalid if η < 1, since δ is then of
the order of Lε, and the medium cannot be regarded as a
mixture of conducting and insulating regions separated by
a transition layer. When η tends to infinity, the thickness
δ becomes negligible with respect to Lε, and accordingly,
Ec(S, η) tends to E∞c (S).

The critical porosity mc(S, η) corresponding to
Ec(S, η) is plotted in Figure 5 as a function of S and η.
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Fig. 5. Percolation threshold mc corresponding to Ec(S, η) in
equation (23b), as a function of S and η, with κ =

√
2. The

symbols are results of numerical simulations with Lε/LY = 1
(N), 2 (H) and 3 (�). The dots (•) are the projections of these
data on the surface corresponding to the theoretical model.

For small η, the model is not applicable and equation (23)
overestimates mc. For η � 1, the convergence toward the
limit m∞c associated with E∞c is very slow. For instance,
with S = 0.2, mc is about 0.08 for η ≈ 2.17 (Lε/LY = 3),
0.05 for η ≈ 10 (Lε/LY ≈ 14), 0.04 for η ≈ 30 (Lε/LY ≈
40) and becomes smaller than 0.03 for η ≥ 630 (Lε/LY ≥
870). Hence, although a significant decrease of the per-
colation threshold is observed with the moderate ratios
Lε/LY , much stronger effects are expected with a sharper
scale contrast.

3.3 Percolation in 2d

The argument leading to equations (15b) and (23b) can
also be applied in two-dimensional media. However, the
percolation thresholdmc,h for 2d correlated media is equal
to 1/2, and equations (15b, 23b) yields E∞c = E∞c (S, η) =
mc,h = 1/2 regardless of the values of S and η (or Lε/LY ).

Hence, in two-dimensions, these formulae predict that
the position dependent threshold ε(r) does not affect the
percolation threshold, which is a remarkable result. This
was directly checked by numerical simulations on two-
dimensional samples with L/Lε = 20.48, LY /a = 10 and
two values of Lε/LY . The percolation probability P has
been calculated for various 〈m〉 and fixed S, and the aver-
age concentration ma has been determined by using equa-
tion (11). The numerical results presented in Table 1 show
that the variation of S does not influence ma, and the fluc-
tuations of the latter are within the limits of the statistical
error interval.

Note that this lack of influence of heterogeneity in the
2d percolation problem is not limited to the Gaussian
porosity fields considered here. Suppose that the statis-
tical distribution of ε is characterized by the probability
density fE,S, and the distribution function FE,S is param-

Table 1. The averaged concentration ma (cf. (11)) as a func-
tion of S for two-scale media in 2d for L/Lε = 20.48 and
LY /a = 10. Data in parentheses are 95% confidence intervals.

Lε/LY ma

S = 0 0.1 0.2 0.3

2.5 0.503(0.003) 0.506(0.004) 0.503(0.005)

5 0.506(0.002) 0.505(0.002) 0.505(0.002) 0.504(0.003)

eterized by its mean E and a measure S of its fluctuations.
Equation (15) states that E∞c corresponds to

FE∞c ,S(mc,h) = 1−mc,h (24)

in two-dimensions, with mc,h = 1/2, E∞c = 1/2 for any
porosity distribution for which the mean E and median
M are equal.

More generally, equation (24) shows that the influence
of heterogeneity on percolation depends on the statistical
distribution of ε. For instance, if fE,S is given by

fE,S(ε) =


1−E
E (β + 1)

(
E−ε
E

)β
, 0 ≤ ε < E

E
1−E (β + 1)

(
ε−E
1−E

)β
, E ≤ ε ≤ 1

(25)

then FE,S(E) = 1−E and E∞c = mc,h in any dimensions.
It is even possible to build distributions f(ε) that yield
E∞c > mc,h.

Hence, in order to provide a counterexample, it is
necessary to apply the previous argument to lognormally
distributed porosities, for instance. Consider a lognormal
probability density fE,S(ε) with mean E and standard de-
viation S

fE,S(ε) =
1

Σε
√

2π
exp

[
− (ln ε− ln ε0)2

2Σ2

]
(26)

ε0 = E

[
1 +

(
S

E

)2
]−1/2

, Σ2 = ln

[
1 +

(
S

E

)2
]
.

When equation (24) is applied for the lognormal distribu-
tion of ε, with mc,h = 1/2 for two-dimensional percolation,
it yields the critical value E∞c in the form

E∞c =
1
2

√
1
2

+

√
4S2 +

1
4
· (27)

Hence, E∞c is larger than mc,h for any value of S. For in-
stance, substituting S = 0.15 in equations (27) and (A.4)
yields the critical porosity m∞c ≈ 0.52.

Without actually determining the precise value of mc,
it was checked numerically that the introduction of log-
normal fluctuations of porosity decreases the percolation
probability in two dimensions, for a given sample size L
and mean porosity 〈m〉. Numerical tests performed for
〈m〉 = 0.5 on samples with L/Lε = 10.24 and Lε/LY = 2.5
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gave the percolation probabilities P = 0.416(±0.004) and
P = 0.40(±0.01) for S = 0 and 0.15, respectively; for
samples with L/Lε = 20.48 the corresponding values were
0.34(±0.01) and 0.32(±0.01), respectively. The difference
in percolation probability is small and very large numbers
of random realizations (6400 and 4000) had to be exam-
ined in order to sufficiently reduce the statistical error
intervals. Nevertheless, the results support the prediction
of the theoretical argument.

4 Numerical study in three dimensions

The present study is limited to media with Gaussian
porosity distribution.

In order to check our methodology, the finite-size scal-
ing method was first applied to one-scale porous media
(S = 0). This study is reported in Appendix C and it
can be summarized as follows. Discretization effects could
be eliminated by extrapolating the results to the limit
LY /a→∞. The critical porosity mc is shown to be equal
to 0.1063 (±0.0007); the difference between this value and
0.3117 found for random uncorrelated site lattices is dis-
cussed; this value is also in excellent agreement with the
one obtained by Mendelson [2]. The critical exponent ν is
found to be equal to 0.79 (±0.04) which is slightly smaller
than the classical value ν = 0.88 for the three-dimensional
random lattices.

For two-scale porous media, the percolation threshold
mc and the exponent ν depend on two parameters, the
ratio Lε/LY and the variance S2. First, the average con-
centration ma and the width of the transition zone ∆a

were estimated for fixed a, LY , Lε and L. Figure 6 shows
a typical example of variation of ma and ∆a with the ra-
tio a/LY for heterogeneous porous media. As in one-scale
percolation (see Appendix C), the numerical data are well
gathered by the scalings

ma −m∗a = r1

(
a

LY

)2

(28a)

∆a −∆∗a = r2

(
a

LY

)
. (28b)

These scalings provide the asymptotic values m∗a and ∆∗a
which still depend upon Lε/LY , S and L/Lε.

Thus, we still need to extrapolate to an infinite value
of the ratio L/Lε. This can be done by using the scaling
laws (14), which contain two unknown coefficients, namely
ν and mc. The most obvious procedure consists of deriving
ν from (14b), then to deduce mc from (14a), by using this
value of ν.

This procedure is illustrated in Figure 7 and its results
are gathered in Table 2 that we shall present briefly. The
regression lines of ∆∗a as functions of L/Lε yield values ν1

for ν which are slightly different for each pair of parame-
ters S and Lε/LY . The regression coefficients are always
larger than 0.985.

These values of ν1 are used to represent m∗a as a func-
tion of (L/Lε)

−ν1 according to (14a) and to obtain the
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Fig. 6. The average concentration ma (a) and the width of
transition zone ∆a (b) as functions of a/LY for two-scale
porous media with S = 0.1 and Lε/LY = 3. Data are for
L/Lε = 2.13 (1), 2.84 (2) and 4.27 (3). Solid lines represent
linear fits. Vertical bars give statistical error intervals for the
numerical data, obtained for 3 percolation tests on 20 to 30
random realizations.

percolation threshold mc. This step is illustrated in Fig-
ure 7b. It is worth noting that the correlation coefficients
are larger than 0.997; the statistical fit is thus excellent.

As a check, equation (14a) can be used a second time
in order to estimate the overall statistical precision. Here,
mc is known and another value ν2 is obtained through
a second fit of m∗a − mc as a function of L/Lε. This is
illustrated in Figure 7c; the regression coefficients are al-
ways larger than 0.992. Moreover, it is seen in Table 2
that the two estimations of ν never differ by more than
2.2%, except for (S = 0.2, Lε/LY = 3), where the dis-
crepancy reaches 4%. Hence, this can be considered as a
successful test for the whole procedure of the finite-size
scaling method. Note that other consistency checks were
performed which are not reported here; for instance, the
scaling (14) was performed on E instead of m, and mc de-
duced from Ec by equation (A.3); no significant difference
was found (see Tab. 2).

For Lε/LY = 1, the percolation threshold does not
differ much from the value 0.1063 obtained for one-
scale porous media. With increasing Lε/LY , mc de-
creases, and for Lε/LY = 3, S = 0.2, it reaches the
value 0.0809(±0.0012). Unfortunately, the computers with
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Table 2. The critical exponent ν and the percolation thresholds mc and Ec as functions of the ratio Lε/LY and S for
homogeneous and heterogeneous media. mc was directly evaluated by the finite size technique (14) applied to m, deduced from
Ec through (A.3), estimated from (23b).

S = 0 S = 0.05 S = 0.1 S = 0.2
Lε
LY

= 3 Lε
LY

= 1 Lε
LY

= 2 Lε
LY

= 3 Lε
LY

= 1 Lε
LY

= 2 Lε
LY

= 3

ν1 0.79 0.90 0.70 0.70 0.93 0.86 0.76 0.69

ν2 0.82 0.89 0.70 0.71 0.90 0.86 0.77 0.72

mc (14) 0.1063 0.0968 0.1078 0.1001 0.0861 0.1036 0.0933 0.0804

mc (A.3) 0.1063 0.0977 0.1080 0.1005 0.0876 0.1039 0.0940 0.0809

mc (23b) 0.0955 0.0899 0.0990 0.0828 0.0766

Ec 0.1063 0.0972 0.0996 0.0906 0.0743 0.0444 0.0269 0.0022
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Fig. 7. Log-log plots of ∆∗a as a function of L/Lε (a), of m∗a as
a function of (L/Lε)

−1/ν (b) and of m∗a −mc as a function of
L/Lε (c) for two-scale porous media with S = 0.1, Lε/LY = 2
(◦); S = 0.1, Lε/LY = 3 (×) and S = 0.2, Lε/LY = 3 (∗). Solid
lines represent linear fits, and vertical bars show statistical er-
ror intervals.

512 Mbytes memory used in this numerical study have not
permitted to go farther than 3 in the analysis of the influ-
ence of Lε/LY on the percolation threshold, and a theoret-
ical approach has been developed, which was discussed in
Section 3. The critical porosity mc obtained numerically
is plotted in Figure 5 as a function of S and η, in com-
parison with the theoretical data. The constant κ was set

to
√

2, which yields a very good concordance between the
theoretical model and the numerical data for η ≥ 0.8. For
smaller η, the model is not applicable and equation (23)
overestimates mc, as illustrated by the numerical results
for (S = 0.20, Lε/LY = 1) or (S = 0.05, Lε/LY = 3)
which both correspond to η = 0.72 (see Tab. 2).

In summary, the present study shows that the per-
colation threshold for three-dimensional two-scale porous
media with a Gaussian porosity field is smaller than that
for one-scale media, which is a very important result. It
decreases with increasing porosity variation amplitude S
(at least for S smaller than or comparable to mc,h), and
with increasing contrast between the typical pore size and
heterogeneity scale, quantified by the ratio Lε/LY .

The critical exponent ν is found to vary slightly with S
and Lε/LY (see Tab. 2). There is no clear systematic de-
viation from the value for the one-scale case, which would
be larger than the error interval.

These findings agree with results of Weinrib [4] and
Schmittbuhl et al. [5] who concluded that critical expo-
nents are insensitive to the presence of short-range corre-
lations, such as (3) and (5).

5 Conclusions

The percolation properties of two-scale porous media gen-
erated by nonlinear filtering of Gaussian random corre-
lated field with a random Gaussian spatially correlated
threshold field have been numerically analyzed. The per-
colation threshold and the critical exponent ν were derived
with the help of a finite-size scaling method. The perco-
lation threshold is a decreasing function of the porosity
field variance S2, and of the ratio of correlation lengths,
Lε/LY . Their combined influence can be described by the
heterogeneity η. Neither the correlation lengths nor the
variance S2 significantly influence the critical exponents
with a clear change of universality class relative to the
case of uncorrelated lattices.

A theoretical argument can be proposed for the estima-
tion of the percolation threshold in the two-scale media,
when the percolation on the two scales can be analyzed
separately by using results for one-scale porous media.
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It is shown that different effects can be observed in 2
and 3 dimensions, and that the sign and amplitude of the
threshold variation depend on the porosity probability dis-
tribution. In particular, lognormally distributed porosity
fluctuations yield percolation thresholds lower and higher
in two and three dimensions, respectively, than uniform
porosity.

This last character is particularly important for real
media since porosity often obeys a lognormal distribution.
This work will be extended to this situation in the near
future.

Most computations were performed at CINES (subsidized by
the MENESR) whose support is gratefully acknowledged. This
work has been partly supported by the EU Thermie Project
OG/263/98/HE/NO/FR.

Appendix A: Mean porosity of a two-scale
porous medium

The statistical mean 〈m〉 of the porosity of a two-scale
porous medium under consideration does not depend upon
LY and Lε, and can be derived from the definition (7)

〈m〉 = 〈Z〉 =
∫ ∞
−∞

dy
∫ p(y)

−∞
dεf(ε)ψ1(y), (A.1)

where

f(ε) =
1√
2πS

exp
(
− (ε−E)2

2S2

)
, (A.2a)

ψ1(y) =
dp
dy

=
1√
2π

exp
(
−y

2

2

)
. (A.2b)

Substitution of f(ε) and ψ1(y) into the right-hand side of
equation (A.1) yields

〈m〉 =
S√
2π

{
exp

(
− E2

2S2

)
− exp

(
− (1−E)2

2S2

)}
+

1−E
2

erfc
(

1−E√
2S

)
+
E

2
erfc

(
− E√

2S

)
. (A.3)

Figure 2 shows 〈m〉 as functions from E and S. It can be
seen that the mean porosity 〈m〉 is generally different of
E, except for S = 0, as already stated. 〈m〉 is an increasing
function of S for E < 0.5 and a decreasing one for E > 0.5.
Note that the mean porosity 〈m〉 is a regular increasing
function of E ranging between 0 and 1.

For E = 0.5, 〈m〉 is equal to 0.5 for all S. When S
tends to infinity, the mean porosity tends to 0.5. It can be
seen that equation (A.3) is invariant under the transfor-
mation 〈m〉 → 1− 〈m〉 and E → 1−E, which is a simple
consequence of the symmetry of the definition (4) of the
phase function Z relative to liquid and solid phases.

The mean porosity 〈m〉 of a two-scale medium de-
scribed by a lognormal probability distribution (26) can

be derived similarly and expressed as

〈m〉 =
E

2
erfc

(
ln ε0 +Σ2

√
2Σ

)
+

1
2

erfc
(
− ln ε0√

2Σ

)
. (A.4)

Appendix B: Covariance of the phase function
in two-scale media

The spatial statistical properties of the phase function
Z(r) are described by the covariance function

CZ(r, s) = 〈[Z(r)− 〈Z〉][Z(s)− 〈Z〉]〉 . (B.1)

When the random fields Y and ε are homogeneous and
isotropic in the statistical sense, the phase function Z is
also a homogeneous isotropic random field, whose covari-
ance CZ only depends upon the distance r =‖r−s‖. The
covariance CZ can be expressed for a given r similarly to
〈Z〉 (cf. (A.1)) as

CZ =
∫ ∞
−∞

dy1

∫ ∞
−∞

dy2ψ2(y1, y2)
∫ p(y1)

−∞
dε1

×
∫ p(y2)

−∞
dε2f2(ε1, ε2)− 〈Z〉2, (B.2a)

f2(ε1, ε2)=
1

2πS2

√
1−(CεS2 )2

exp

[
− t

2
1−2Cεt1t2/S2+t22
2S2(1− (CεS2 )2)

]
,

ti = εi −E, (B.2b)

ψ2(y1, y2) =
1

2π
√

1− C2
Y

exp
[
−y

2
1 − 2CY y1y2 + y2

2

2(1− C2
Y )

]
,

(B.2c)

where the values yi and εi (i = 1, 2) are evaluated at the
points r and s separated by a distance r.

For one-scale porous media (S = 0), the number of
integrations in (B.2a) can be reduced to 1 (see [11]), and
the covariance of the phase function can be written as

CZ =
∫ CY

0

dt
2π
√

1− t2
exp

(
− y2

m

1 + t

)
, p(ym) = E.

(B.3)

Figure 3 shows a typical normalized covariance CZ/σ2
Z ,

σ2
Z = CZ(r = 0) in comparison with the corresponding

covariance CY . The prediction of equation (B.3) and the
covariance of the phase function Z, numerically calculated
as the spatial average instead of the statistical one in equa-
tion (B.1) for a single statistical realization of a porous
media, are in good agreement.

The influence of S and of LY /Lε on CZ for two-scale
porous media is illustrated in Figure 3. It appears that
identical CZ/σ2

Z are obtained for one- media and two-scale
media if Lε = LY , whereas CZ increases for Lε > LY .
The range and amplitude of this increment are increasing
functions of Lε and S, respectively.
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Fig. 8. Percolation probability P vs. 〈m〉 for one-scale porous
media (S = 0). Data are for L/LY = 12.8 and LY /a = 10.
Circles represent the numerical data, obtained by performing
N = 30 percolation tests; the solid line corresponds to the best
fit given by equation (11). The horizontal bar shows ∆a and
the dashed vertical bar the position of ma.

Appendix C: Percolation in two-scale porous
media

The finite-size scaling technique discussed in Section 2.2
was first applied to homogeneous porous media, as a check
for the methodology.

C.1 Discretization effects

In order to analyze and subsequently eliminate the influ-
ence of discretization, the percolation probability P has
been calculated as a function of 〈m〉 for fixed values of the
ratio L/LY and an increasing resolution LY /a. In Fig-
ure 8, P (〈m〉) is displayed for LY /a = 10. When the res-
olution increases, the interval where P rises from 0 to 1
is shifted towards 0, and ma asymptotically reaches m∗a
when LY /a→ 0.

It was found that ma(LY /a) is well represented by
linear functions of (LY /a)−2; with correlation coefficients
greater than 0.99. By extrapolating these linear fits,
asymptotic values m∗a are determined in the limit a/LY =
0 for various ratios L/LY . This dependency is summarized
by the formula (28a).

Various representations of ∆a against (LY /a)−b with
0.5 < b < 2 were tried. For all b, the χ2- measure was
calculated, but no b gave a clear minimum. Fortunately,
it was found that the value of b has little influence on
the percolating threshold and the exponent ν; thus, b = 1
has been chosen for subsequent extrapolation of ∆a in the
limit a/LY = 0 (see (28b)).

C.2 Percolation threshold and exponent ν

According to equation (14b) a log-log plot of ∆∗a vs. L/LY
has been used to determine ν. A linear fit of the nu-
merical data gave a value of ν = 0.79(±0.04), which is
slightly smaller than the classical one ν = 0.88 for the
three-dimensional site percolation problem on random lat-
tices [1]. The correlation coefficient r of the statistical re-
gression is equal to 0.997; hence, the statistical precision
is good.

The averaged concentration m∗a plotted against
(L/LY )−1/ν follows the scaling law (14a) very closely, with
a correlation coefficient r = 0.9985, and m∗a tends to the
limit mc,h = 0.1063(±0.0007), where the subscript h refers
to homogeneous media.

This value differs substantially from 0.3117 found for
random uncorrelated sites lattices [1]. Although it has of-
ten been demonstrated that spatial correlations signifi-
cantly lower the percolation threshold with respect to
uncorrelated lattice percolation (see e.g., [3,4,13,35–39]),
only the results of [2] can be directly compared with the
present data; all other studies were restricted to two-
dimensional media or considered other types of correla-
tions with longer ranges such as negative exponentials
or power laws. Mendelson [2] considered correlated media
built in the following way. A continuous field Y was ob-
tained by the convolution of a random uncorrelated field,
uniformly distributed between 0 and 1, with a smooth-
ing function K. Our value of mc,h is in perfect agreement
with the extrapolation for L → ∞ by Mendelson [2] of
the threshold for a Gaussian smoothing functionK, which
yielded mc = 0.106. The latter agrees well with the value
mc,h = 0.1063 determined in the present study. Roberts
and Teubner [11] and Ioannidis et al. [13] reported the val-
ues 0.13 and 0.09, respectively, for the percolation thresh-
old on lattices which were generated by using other forms
of the covariance CY than Gaussian, but which also cor-
responded to statistically continuous random fields Y .

For comparison, numerical results for uncorrelated site
percolation were analyzed for L ranging from 16 to 256.
The percolation threshold was found to be equal to mc,u =
0.31151 (±0.00006), with ν = 0.88(±0.02), in very good
agreement with the accepted values, 0.3117 and 0.88, re-
spectively.

The dependencies of ma and ∆a upon L/LY and LY /a
for homogeneous media can be summarized by

ma = mc,h + 1.314
(
a

LY

)2

+ 0.1068
(
L

LY

)−1/ν

(C.1a)

∆a =
[
0.129

(
a

LY

)
+ 0.212

](
L

LY

)−1/ν

. (C.1b)

The scaling behavior of the percolating cluster which is
characterized by the critical exponent ν seems to be sim-
ilar for both correlated and uncorrelated cases when the
covariance function (3) is used for the generation of the
porous media. The little difference in values of ν found for
these cases does not clearly indicate that they belong to
different universality classes, because of the low precision
of the determination of ν.
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